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Abstract 

In this paper, we study the preamble design for a fully 
digital feedforward receiver for minimum shift keying 
modulation and asynchronous burst mode transmis- 
sion. Timing error and frequency offset are estimated 
simultaneously and corrected subsequently. Frame 
synchronization is based on tentative bit demodula- 
tion and bit correlation. 
An optimal preamble has to be optimized with res- 
pect to best timing error and frequency offset estima- 
tion to best performance of the frame synchro- 
nization algorithm. Optimal preambles with different 
lengths of the synchronization word and filter lengths 
of the estimation filter are given. The performance 
difference between optimally and sub-optimally desi- 
gned preambles is assessed by computer simulations. 

1 Introduction 

Many communication systems operating in a mobile 
radio environment transmit packets of information. 
In such systems frame synchronization is a necessary 
issue. Much work has been devoted to study the per- 
formance of frame sync rules for linear modulations 
in additive white Gaussian noise [1,2,3], on channels 
with intersymbol interference [4] and on flat-fading 
channels [5]. In [6,7] bit sequences are presented 
which result in best frame sync performance if the 
synchronization word (unique word; UW) is preceded 
by a deterministic bit pattern used for carrier and 
timing recovery, for example. Those unique words 
yield the smallest number of lowest crosscorrelation 
sidelobes if the correlation rule is applied. The idea 
is extended to the derivation of maximum-likelihood 
frame synchronization rules for spontaneous packet 
transmission in [3]. 
However, all the work on frame sync mentioned so 
far assiunes at least ideal tinling and frequency syn- 
chronization prior to the frame synchronization unit. 
In this paper, a feedforward receiver is considered 
where the estimator for the timing error ( E I )  and the 
frequency offset ( A f T )  also uses the symbols of the 

frame sync word. This calls for a preamble design 
with a joint optimization of the preamble symbol pat- 
tern with respect to 

1. best performance of the estimationof Ê  and A i T  
and 

2. best performance of the frame synchronization 
rule. 

The paper is organized as follows. First, the digital 
feedforward receiver structure is introduced. Then, a 
two-step optimization of the preamble design is pre- 
sented. The paper closes with simulation results and 
a short summary. 

2 Digital Feedforward Receiver 

We consider binary transmission with MSK modula- 
tion where the signal in baseband is given by 

(1) 
s ( t )  = , j (6 ( t -€T) tAwtto )  

4(t)  = 2 ~ h C b ; q ( t  - iT) 
i 

E denotes the fraction of a symbol duration T by 
which received symbols are time shifted with respect 
to the original symbol boundaries. Aw is the fre- 
quency offset, h the modulation index ( h  = 0.5 for 
MSK), b; E [ -1 ,1]  the data symbols and q ( t )  the 
phase response of the CPM modulator. The receiver 
structure is shown in fig. 1. The incoming signal is fl- 
tered and limited at an intermediate carrier frequency 
(IF) to perform automatic gain control (AGC). Af- 
ter mixing to baseband, the signal is sampled with a 
local free running clock. A deterministic symbol pat- 
tern at the beginning of each burst is exploited for 
a coarse automatic frequency control (CAFC). Be- 
hind the CAFC and predetection filtering the signal 
is given by 
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Figure 1: receiver structure 

with 0 5 i 5 N - 1. Here, we assume that the fil- 
tering effect of the predetection filter is negligible. 
0 denotes a constant phase offset and 12k,i are noise 
samples. The expectation of the fourth-order nonli- 
near transformation of 

(3) 

is given by [8,9] 

assuming white data symbols and white noise. Due 
to oversampling with rate fs = N / T  there are N 
samples for each symbol. The signal sample with in- 
dex (k,i) = i k  represents the k-th symbol with the 
smallest residual timing error if the decision variable 
( v k , i l  > Ivk , j l  for all j : j # i. Timing recovery is 
performed independently of offset estimation by de- 
cimating the signal Zk, ,  to symbol rate fs = 1/T, i. e. 
a decimator chooses the sample Zk,j = zk,;, from N 
possible symbol samples. 
The investigated system uses a burst structure shown 
in fig. 2. The symbol pattern for CAFC is follo- 

Figure 2: burst structure 

wed by the unique word of length Lw which is em- 
bedded in the preamble part of length L + 1 used 

~ 

91 9 

for timing and fine frequency offset estimation. The 
timing and frequency offset estimator is a filter of 
length L = LW + Lx - 1 working on a block of L + 1 
incoming signal symbols. During each symbol inter- 
val such a block is coarsely corrected in frequency 
by the estimate of the CAFC unit. On the basis 
of the frequency corrected block an estimate for the 
frequency offset ( A f ^ T ) k  and the index & of the sym- 
bol sample with the smallest timing error are gene- 
rated. With these estimates, Lw subsequent sym- 
bols ( z k  ;,,. . . , z ~ + ~ ~ - ~ , ; ~ )  are demodulated tentati- 
vely. The signal is demodulated differentially cohe- 
rent, since in this case no carrier phase _estimation 
unit is necessary. The demodulated bits b k  are cor- 
related with the frame sync word ( w ;  E [-1,1]). 

A full correlation is performed each symbol interval. 
If the correlation exceeds a given threshold, X I ,  > 6, 
frame synchronization is attained and the estimates 
for frequency offset and symbol timing are kept con- 
stant during the demodulation of the data portion 
of the packet. Tentative demodulation and full bit 
pattern correlation in each symbol interval is neces- 
sary, because there is only one time instance when the - .  
estimator filter covers the preamble part Lw + Lx 
which is optimized for best offset and timing esti- 
mator performance. One set of estimates i k ,  ( A f ^ T ) k  

should be used for the demodulation of the whole 
packet. The decision which estimates at which time 
instance k should be kept constant during the du- 
ration of a whole packet cannot be taken prior to 
successful frame synchronization. Therefore, frame 
sync with tentative symbol demodulation has to be 
performed in each symbol interval until the unique 
word has been found. 

3 Optimal Preamble Design 

In [GI, binary frame synchronization sequences are gi- 
ven which provide best synchronization performance 
if the unique word is preceded by a specific bit pat- 
tern, and the synchronization rule is based on the 
correlation of bit patterns. Those binary sequences 
were found by an exhaustive computer search and 
are characterized by lowest absolute valued correla- 
tion sidelobes. In our case there are two optimization 
steps. 

1. optimization of frame sync performance 

2. optimization of timing recovery performance 



As explained in the previous section frame synchro- 
nization is based on tentatively demodulated bits. 
Thus, the frame synchronization metric XI, can take 
values from [-Lw,Lw] for a unique word of length 
Lw. Following the idea of [6] the unique word is cho- 
sen according to conditions on the cross correlation 
between the unique word and the received demodula- 
ted bit sequence consisting of symbols from the start- 
up symbol pattern and the unique word. The optimal 
unique words for different startup symbol patterns 
are summarized in the next table. They have been 
found by an exhaustive computer search and are op- 
timized with respect to the following conditions. 

Lw 

16 
16 
16 
16 
16 
16 

Lw 

20 
20 
20 
20 
20 
20 

1) The maximum value of the cross correlation si- 
It is denoted by delobes becomes minimum. 

Qmax. 

Hex 
sequence 

OC95 
A86C 
B670 
B40C 
OEB3 
41D2 

Hex 
sequence 

OAC98 
A8793 
2197A 
2197A 

43CBB 
47892 

2a) The number of sidelobes with value q m a  beco- 
mes minimum. 

0 1 6 2  
0 7 2 9  
2 2 2 8  
2 3 2 5  
2 2 4 1  
2 5 2 8  

2b) The maximum absolute value of the cross corre- 
lation sidelobes and their number becomes mini- 
mum. They are denoted by lqmaxl and #Iqmaxl. 

The following table lists optimal binary frame sync 
sequences with respect to a specific preceding bit 
pattern. ( a qmax,b = #qmax,c = Iqmaxl,d = 
if lqmaxl) 

- 
start 
seq. 
1111 
1111 
1010 
1010 
1100 
1100 
start 
seq. 
1111 
1111 
1010 
1010 
1100 
1100 
start 
seq. 
1111 
1111 
1010 
1010 
1100 
1100 

- - 

- 

- 
- 

- 

Lw I Hex 
sequence 

T - k T  

2 1 1 1 2 1 2 1  

alblcldl 

a l  b l c  
A 

d 

3 
2 
9 
9 
2 

11 

- 

- 

1010 
1010 
1100 
1100 24 
start Lw 
seq. 
1111 28 
1111 28 
1010 28 
1010 28 
1100 28 

1111 
1010 

sequence 

sequence 
06CA9CE 
622DA3C 
2671FA5 
2905CB9 
649F953 

- 
0 
0 
2 
2 
2 

- 
2 
7 
5 
8 
5 

- 
6 
6 
4 
2 
4 

sequence 
30C9E8AD 

5581CE49 
2670D2FD 
38D4B27F 
5C57B924 
5C57B924 

- 
0 
0 
2 
2 
2 
2 

- 
3 
9 
8 

10 
7 
7 

- 
6 
6 
4 
4 
4 
4 

- 
6 
2 
4 
2 
3 
3 

The second optimization step focuses on the timing 
recovery process. Timing recovery is performed by 
decimating the oversampled symbol sequence to sym- 
bol rate with the smallest residual timing error. A re- 
sidual timing error of E > 1/8 significantly degrades 
the bit error rate performance. Fig. 3 shows the si- 
mulated BER for residual timing errors €res = 0- 1/4 
for a predetection filter bandwidth of BT = 1.21. Let 
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bit error rate as a function 
of the residual timing error 
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Figure 3: influence of a residual timing error 

Pdec denote the probability that the decimator does 
not select the correct sample with the smallest resi- 
dual timing error. Then, the average BER (Pb) for 
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E = 0 is given by 

p b  Pb(&res = 0)[1 - Pdec] + Pb(Eres = 1/4)kdecl 
(6) 

There is only a small increase in the average BER 
for small values of Pdec. But the effect of incorrect 
decimation on packet transmission is more pronoun- 
ced, since an estimated decimating point is fixed for 
a whole packet. 
The second optimization step results in extending the 
unique word of length Lw by a bit sequence X of 
length Lx so that the error probability of the decima- 
ting process is minimized. Neglecting the influence of 
predetection filtering the magnitude of the output of 
the estimator filter is 

(7) 
1 
L 

jlL-11 - L1-ll sin(%€ - 2ri/N)I 

lvk,il = - I(L-1-1 + L11)+ 

(L-11 + L1-1) COS(2KE - 27ri/N) + 

L,, denotes the number of bit pairs mn inside the 
estimator filter length L. If the bit pair consisting of 
the last bit of the startup sequence and the first bit of 
the unique word equals the last bit pair of the exten- 
ded sequence X,  we can assume -1/(2N) 5 E 5 0 
without loss of generality. Then, 221, = 0 is the in- 
dex of the symbol sample with the smallest residual 
timing error. Defining the difference of the decision 
variables A;j = lvk,il - Ivk,jl, the symbol pattern in- 
side the estimator filter has to be chosen according 
to the rule 

maximize: Minimum(Ao1, A02,. . . , A o ( ~ - l ) )  (8) 

Let L-1-1 + L11 = Le,,, and L-11 + L1-1 = Ldd. 
For E = 0 the maximization is performed by setting 
A01 = Ao(~/2)  and deriving the following rule for 
Leuen,Lodd and L-11 = L1-1. 

Lodd 2 K  
2 N 

L,",, = -( 1 - cos -) (9) 

This provides a condition for the length of the esti- 
mator filter which has to be 

2 
= 1(1+ 1 + cos(27r/N) )1 Leuen (10) 

[XI gives the next integer value with I 2 x. For 
an oversampling factor of N = 4, the maximization 
results in 

difference between the decision variable of the index 
indicating the signal sample with the smallest resi- 
dual timing error and the one with a residual timing 
error larger than 1/4 is always at least 2/3. 
For example, the best frame sync word for a prece- 
ding llll-pattern, 30C9E8AD, has to be extended by 
the pattern 2AA (Hex)=01010101010 to attain opti- 
mal estimator performance with an estimator filter 
length L = 42. If the CAFC unit uses a 1010 se- 
quence and the optimal unique word fulfills the con- 
dition Lodd < 2Le,,, the CAFC preamble symbols 
equal the pattern X necessary for best timing reco- 
very performance. In this case the timing estimator 
can also work on the symbols preceding the unique 
word and thus allowing to shorten the complete pre- 
amble by Lx symbols. 

4 Simulation Results 

In the previous section the influence of a predetection 
filter was neglected in the derivation of the design cri- 
teria for an optimal preamble. Fig. 3 shows the func- 

optimal preamble for timing recovery 
and framesync 

2 0.8- 
OlOlOl = 1 5 m = 2 1  (om 

.- C -  / 

E 02-  
BT = 1.21 

- unique word: E159, W = 1 6  
E - P=W+6. L=P-1 

o.07 I I . I  I I I I I I I 
0. 20. 40. Bo. 

6 bit extension 
in decimol nototion 

Figure 4: optimal extension 

tion Minimum(Ao1, A02, A03) for the pattern E159 
extended by a six bit sequence with and without the 
influence of a predetection filter. The x-axis covers 
all 64 possible six bit sequences in decimal notation. 
Due to predetection filtering Min(Ao,;) is reduced. 
However, a carefully designed preamble according to 
section 3 is also a good choice in a system with narrow 
predetection filters. Fig. 5 reflects the influence of a 
frequency offset on the estimator performance. The 
investigated unique word is 30C9ESAD. The estima- 
tor filter length is L = 42, E = 0 and &/NO = 8dB. 
The sequence 30C9E8ADapt fulfills the condition 
2Leven = L,dd. In the sequence 30C9E8AD-white 
Leven = L,dd holds and in the third pattern the 
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unique word is extended by 11111111111. It can be 
observed that the advantage of the optimized pattern 
diminishes for increasing frequency offsets. However, 
this effect is mitigated by choosing a wider predetec- 
tion filter. 

influence of a frequency offset 
on the error rate of the decimator 

l o o  7 
I*.I 3OCSEBAD_opt 

JOCSE8ADAad 
30CSEW-white e 

1 predetection filter 81=1.21 
- L=42, eps=T/4 

Eb/NO=BdB 
* I  1 .  . . T ” ’  ‘ I  ‘ G ’  

10-3 7 , I I 

0.OOO 0.025 0.050 0.075 0.1c 

df*T 

Figure 5:  influence of a frequency offset 

Fig. 6 compares three patterns based on the unique 
word 30C9E8AD over the E b / N o .  The optimized pat- 
tern performs best in terms of decimator rate and 
BER. 

packet synchronization with optimal preambles 

tj BER. idWl wyns. 
loo y 

- ::- 1) BER. 3ocSEers_Opt 

2) BER. JOCSEBI090d 
- .>:.- _. 

w 3) BER. SOCQEBM-whit. 

I , ,  

1 predstection filter BT= 1 2 1 
dM=o.o - , * * , I I , I , I . , I , I ,‘, 

510 7:5 10.0 12.5 15.0 

Eb/NO [dB] 

Figure 6: bit error rate, decimator error rate 

The predetection filter bandwidth is BT = 1.21 [lo], 
the initial frequency offset A fT = 0 and the initial 
timing error E = 0. F’rom Fig. G it is obvious that a 
sub-optimally designed preamble degrades the perfor- 
mance of the estimator and thus raises the bit error 
rate and consequently also the error rat.e of the frame 
synchronization. 

5 Summary 

The preamble design for a digital receiver for burst 
mode transmission with joint estimation of symbol ti- 
ming error and frequency offset and tentative frame 
synchronization follows two separate optimization ru- 
les. First, the unique word must have the lowest 
correlation sidelobes with respect to a given star- 
tup symbol sequence. Second, the symbol pattern 
inside the estimator filter must assure best estima- 
tor performance. It was shown that for a sampling 
rate fs = 4/T the number of bit transitions must 
be L d d  = 2Le,,,, and I,.-11 = L1-1. Computer si- 
mulations showed the performance degradation for 
sub-optimal preambles. 
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